Lecture 1

Introduction and the essence of QM

Purpose of these lectures is to give you an introduction to perhaps the most
important theory of modern physics - quantum mechanics. This theory has
revolutionized the way we view the microscopic world and is perhaps the best
tested scientific theory ever devised - (certain quantities can be calculated
and compared to experiment at the level of a part in a million or better).
That said it is a theory that has been contested since its inception -
Einstein always considered it a stop gap answer to a fundamental theory

God does not play dice with the Universe

We will (hopefully) have time to discuss why Einstein was wrong in his view
later in this course. Philosophers still debate its true meaning and even
practising physicists find it counter to intuition

I think T can safely say that noboby understands quantum me-
chanics
Richard Feynman

It forms the foundation (with general relativity) of all of twentieth cen-
tury physics and underpins most of modern chemistry. As one of mankind’s
greatest intellectual achievements it really forms an important part of our
culture - although very few people have any understanding of it - hopefully
we can address that in these lectures...

OK then, why did QM come to be 7 Essentially it was a response to a
series of crises in physics at the turn of the century

1. Blackbody radiation
2. Photoelectric effect
3. Stability of atoms and discrete emission spectra

It appeared that classical physics (Newton and Maxwell) was incompatible
with some of the new experimental results following from the discovery of
the internal structure of atoms. This was the situation in the early years of
this century - it took till 1926 before a satisfactory new framework was devel-
oped which could encompass and explain these problems. That framework



was QM. Unlike relativity QM owed its birth to a number of physicists -
Schroedinger, Heisenberg, Einstein, de Broglie, Bohr, Born, Ehrenfest, Dirac
and others.

Although QM may introduce some rather unfamiliar math its basic pos-
tulates are not too long or terribly complicated. They can be written easily
on the back of a T-shirt. But they do signal a dramatic departure from New-
tonian physics. Consider the motion of a particle subject to some force in
one dimension. The goal of classical physics is to calculate how the position
coordinate x(t) varies with time. The answer can be gotten by solving the
differential equation ,
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If we specify eg. the initial position and velocity the resulting motion can
be predicted from the solution of this equation. In QM the analogous cal-
culation is phrased very differently. Newtons’s second law 1 is replaced by
Schroedinger’s equation
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The wavefunction W(z,t) plays the role of the coordinate in classical physics
- once we know it at some time we can use Schroedinger’s eqna 2 to find
it for all time. Because ¥(z,t) is a function of both x and ¢ we must use
partial derivatives in the equation. Notice that a new fundamental constant
has appeared - Planck’s constant A = 1.05 x 1073*.Js. The smallness of this
constant is related to the observation that we do not need to invoke quantum
methods until we study the realm of the very small. If it were identically
zero classical physics would work even at the smallest of scales (although
we wouldn’t be here to observe it as the very stability of the atoms in our
bodies is the result of quantum effects!) It was first measured by Planck in
his work on the light emitted by radiant bodies - the theoretical analysis of
this problem led to the need for a quantum theory.

But what is ¥ and what does it tell us about the behavior of the original
quantum particle 7 The answer is simple and yet puzzling V*WAz gives the
probability of finding the particle to be between x and = + Ax ! Notice that
(because of the square root of minus one in eqn2) the wavefunction ¥ is a
compler number - hence the need to multiply it by its compler conjugate to
obtain a positive definite real probability.



In summary, providing we are happy with partial derivatives, complex
numbers and probabilities (!) QM gives us a clear prescription for calculat-
ing quantum phenomena. But notice it is (according to our intuitive ideas)
an apparently incomplete picture. QM tells us only the probabilities of mea-
suring certain values for the position of the particle at a specific point in
space and time. And that is the most we can expect to be able to know ! It
is a radically different picture than that of classical physics - and one that
many people including Einstein were/are unhappy with.

For suppose I ask the question - where was the particle just before I
measured its position - Einstein and others would have liked to believe that
it had a well-defined position described by hidden variables and QM, being
incomplete, cannot tell me about it. In effect when one averages out the
hidden variables a statistical theory results which can only tell me about
probabilities - QM. In contrast the orthodox (Copenhagen) position on this
is that the particle does not have a position before it is measured - it is a
meaningless concept - there are no hidden variables - this is the quantum
nature of matter. Recently, a set of experiments, following on theoretical
work of John Bell have served to eliminate the possibility of hidden variables
theories and strengthened the orthodox position.

It appears that many of of evreyday, intuitive concepts about the world
fail to describe the behavior of the quantum world. The only area of QM
still in debate is the nature of a measurement on a quantum system and how
that is affected by a so-called observer. We wll discuss this later.

Some math

Lets introduce/review a few things:

Partial derivatives

Suppose we have a function of more than one variable eg. f(x,t). A partial
derivative with respect to x is denoted % and means ‘differentiate with
respect to x holding t constant’. An example, if f(x,t) = 2*t> then
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Complex numbers

Generalize notion of a real number to accommodate square roots of negative

numbers. Define /—1 = 7, then
V—d=V-1x4=iv/d=2

Complex number is z = x + 1y. The real part is called  and the imaginary
part is y. Its complex conjugate is z* = x — 1y. To add complex numbers
just add real and imaginary components separately eg.

z=(a+1ib) + (c+id) = (a+c) +i(b+d)
We can multiply complex numbers as follows
z=(a+ib) x (c+id) =axc+i’bxd+i(bx c+axd)
Since i = —1 we then have

z=axc—bxd+ilbxc+axd)

Probability

Suppose I were to look at snowfall for Syracuse in the month of January
during this century. I could imagine constructing a histogram (bar chart)
having as x-axis the number of inches and on the y-axis the number of times
that number of inches fell during all 100 januaries on record. It is easy to
convert this to a picture of the probability distribution for snowfall during a
Syracuse january - just divide the numbers on the y-axis by 100. The y-axis
now runs between 0 and 1 and measures the probability of a certain number
of inches of snow falling. Notice now that the area under the histogram is
now unity.

Of course snowfall does not really fall in exact inch amounts - one january
there might have been 7.4 inches say. Indeed, when we constructed the
original histogram we implicitly rounded snowfalls to their nearest integer.
We could improve on this by recording the snowfall in 1/2 inch increments
Then 7.4 would be rounded into the bar corresponding to 7.5 rather than
7.0 inches. Providing we have enough data we could imagine continuing this
process counting the number of januaries with snowfall in ever decreasing
small intervals. Suppose we do this to an increment of 1/100 inch. You
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should see that tops of all the vertical bars start to approach a continuous
curve - the true probability distribution that describes the possibility of any
possible snowfall amount. Call this curve P(z). Notice that the total area
under this curve will still be unity.

Suppose you now want to know the probability of having between 6 and
8 inches - this be read off from the area under the curve from x=6 and
x=8. More generally, suppose you want to know the probability of having
a snowfall between x = 6 and r = 6 + Az where Az = 0.1. This will be
approximately 0.1 x P(6). In the limit where Az — 0 this is exact. That is
P(z) *x Az is the probability that z lies in the range © — x + Az as Az — 0.

Back to QM

Thus in QM the probability distribution P(z) = ¥*(x,t)¥(z,t) and tells
us the probability of a measurement of the particle’s position resulting in a
value within the range x — = + Ax. Notice that we now have an additional
constraint on thde wavefunction ¥(z,t) - we must have

/\If*(x,t)\lf(x,t)dx —1

We say that the wavefunction must be normalized. It is easy to see that it
always possible to modify any solution to the Schroedinger equation to make
this true. It is also possible to show that this feature is preserved in time
- that is if we normalize a solution at some initial time and then evolve it
in time in accord with the Schroedinger equatioon eqn.2 it will always be so
normalized. This is an important consistency check on the framework.



Lecture 2

History

Lest go back and discuss some of the specific problems which forced this
radical departure from classical physics:

BlackBody radiation - 1901

Consider a cavity in an oven at uniform temperature. Once everything has
come into equilibrium we can sample the radiation emerging from the cavity.
We find the distribution of energy W (f) with frequency f initially rises like
f? but then turns over and falls to zero with large f. The initial rise is easy
to understand - the number of modes of the radiation field between f and
f+Af is simply 47 f2Af. To understand this remember that a em wave is a
vector quantity - it has both a magnitude and direction. Thus a given mode
is described by a wavelength and a direction in space. When we calculate
the number of modes of a given wavelength magnitude (or equivalently fre-
quency) we find a result analagous to the surface area of a sphere - but now
a sphere in ‘frequency space’. In classical thermodynamics) each such mode
carries the same energy - basically kgT so the net energy at frequency f rises
like f2. Notice not only does this disagree with the measured distribution -
it gives the total radiated energy as infinite !
However, Planck was able to fit the distribution with the function

8mhf? 1
3 ehf/ksT _

By drawing on ideas in classical statistical physics and recasting the above
expression as an infinite sum over different energy states he was led to a very
unusual hypothesis: the radiation energy of a single mode of the em field
could only come in units of hf. He had no explanation for this ...

Photoelectric effect - 1905

It was noticed that when UV light was incident on a metal plate electrons
are ejected. When the energy of the electrons is measured as a function of
light frequency it was found that below a certain threshold frequency there
were no electrons and above this the energy of the electrons rose linearly
with frequency. The light intensity had no effect on the maximum electron



energy - it only affected the number emitted. This was completely at variance
with classical ideas which would have yielded electrons whose energy was
intensity dependent (essentially the larger amplitude waves would case the
driven electrons to ‘wiggle’ more vigorously which would lead to an increase
in their kinetic energy). Einstein explained the effect by extending Planck’s
idea to suppose that light consists of photons whose energy varies linearly
with frequency. A given electron is kicked out from the metal when it collides
with a single photon of sufficient frequency. A photon was imagined to be a
packet of wavepacket with a certain particular energy (given by the Planck
formula)

Rutherford and Bohr - 1911-13

In 1911 Rutherford performed an historic experiment in which he fired a beam
of alpha particles (a type of radiation) at a gold foil. He found that most of
the alpha particles suffered only small deflections while just a few were scat-
tered through very large angles. He interpreted the results of this scattering
experiment as indicating that the gold atoms consisted of a small,dense core
of positive charge surrounded by a much larger and more diffuse cloud of
negative charge - the electrons. Unfortunately, this planetary model of the
atom was in conflict with classical physics - if the electrons were in a circu-
lar orbit they would be accelerating and because of Maxwell’s theory they
should radiate light energy. But this loss of energy would lead to a spiraling
of the electron into the nucleus - atoms would not be stable. Furthermore,
the spectrum of light emitted by such an atom would contain light of all fre-
quencies - which was not was observed. In fact the light emitted by heated
atoms shows a discrete structure characteristic of that particular atom — a
so-called line emission spectrum.

Bohr tried to fix this in an ad hoc fashion. Specifically he assumed that
for hydrogen only certain states were stable - those in which the angular
momentum were a multiple of % In those states the electron does not
radiate. Furthermore, when an electron moves from one such state to another
(lower) state it emits the difference in energy as a photon whose frequency is
related to its energy via Planck/Einstein’s relation. Using classical physics
it is then easy to see that the allowed radii are
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Similarly the allowed possible energies can be found
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This explanation accounted well for the experimentally observed line spec-
trum of hydrogen but what justification could there be for the quantization
of momenta that Bohr had assumed (or the resulting stability at those mo-
menta) 7

de Broglie — 1925

The situation lay fallow for some years before de Broglie started a new line of
reasoning. If light could sometimes behave as a particle (a photon) could not
matter behave sometimes as a wave 7 The energy relation of Planck could
be written as

E
E =hw and p:;:hk (1)

Perhaps a similar relation governed material particles 7 Notice that this iden-
tification of wavelength with momenta allowed a possible interpretation of
the Bohr quantization condition - via 27r,, = nA\ - the condition for standing
waves !

In this case electrons should be able to exhibit phenomena characteristic
of waves - such as interference and diffraction ! Such behavior was looked for
in a famous experiment of Davisson and Germer (1927) in which a beam of
electrons was scattered off a crystal surface in which the interatom separation
was comparable to the de Broglie wavelength of the electrons. Lo and behold
an interference pattern was observed ! Peaks in intensity were observed
whenever the path difference between wave reflected from the first and second
atomic layers matched an integral number of wavelengths (2a cosf = n)).

We may imagine generalizing this setup to the classic Young’s double
slit experiment used for light. Electrons are shot at a screen possessing two
closely spaced slits. A screen is placed a large distance beyond the slits and is
used to record the arrival of electrons wheich have passed through one of other
of the slits. In practice we detect electrons with a detector which flashes when
an electron hits it. If we were to do this experiment and record the intensity
of electrons recorded by the detector we would find a surprising thing - at
certain places on the screen we would never see electrons, while at others we
would see always a maximum electron intensity! Furthermore these maxima



and minima occur at regular intervals along the screen - we see interference
fringes just as we would with light. So the electrons must be associated with
a wave as de Broglie had suspected. Clearly the particle character of the
electrons emerges as a statistical thing - any individual electron can land
anywhere - the wave just gives the probability of finding it at one place
or another. It was first thought that the associated wave must somehow
describe the aggregate behavior of a bunch of mutually interacting electrons
- a given electron will pass through one or other of the slits for certain. But
consider the following variation - we can turn down the intensity of the beam
until just one electron passes through at a time. If the electron has to go
through just one slit then we would predict that the interference pattern
would disappear - but it does not we still see an interference pattern ! In
some sense the electron passes through both slits ! The associated wave
describes the behavior of just a single electron. Equivalently we can say that
the electron in passing through the apparatus behaves as a wave but when
we come to record it it behaves as a particle ! This is the basis for wave-
particle duality. In effect the electron is represented by an abstract state
which, depending on what kind of measurement we choose to make, make
look alternately particle or wavelike in character !

By 1926, the stage was set - quantum matter should be describable in
terms of a wave theory where the momentum of a (free) particle is just
p = h/A. The interference experiment hints that the intensity of the wave
gives the probability for finding the electron. But what is the equation that
describes the wave evolution 7 Enter Schroedinger ...



Lecture 3.

Arguments for Schroedinger’s equation

Free particles

We have seen that free particles are described by the relations
E = hw (1)
p = hk (2)

It is a reasonable guess that such particles should be associated with the
simplest type of wave solution - simple sine or cosine functions.

U ~sink(x —wvt) or cosk(x — vt) (3)

Now, kv = w the frequency. These solutions describe waves moving in
the direction of positive x at speed v. Waves travelling in the opposite
direction are obtained by simply switching the sign of v. We will seek a
linear wave equation that describes the time and space evolution of such
waves. This means any linear combination of sine and cosine functions will
also be a solution. Specifically we can take the combination f(kzr — wt) =
cos (kx — wt) +isin (kxr — wt). It can be shown that this function f(kz —wt)
has a very special form

fkx — wt) = eilke=b (4)

We will take this (complex) exponential function as the free particle solution
to the sought-for wave equation.

U = Aexpi(kz — wt) (5)

Additionally, notice the following result

h 0
——V = hk¥ = pU¥ 6
i O0x p (6)
Also,
0
h—U = fiwd = BV 7

Thus, very loosely, the momentum of the particle can be found by differen-
tiating its wavefunction with respect to x and the energy by differentiating
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with respect to . This means in turn that the classical formula for the en-
ergy of a free particle E = p?/2m implies that the wavefunction of such a
free particle will satisfy the wave equation

e )

om 92 = o (8)

This is the free particle Schroedinger equation !

Interaction

How can we generalize this to derive a wavefunction for a particle moving in
some potential ? Just take the classical energy formula E = p®/2m + V and
do the same replacements !
2 42
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One must be careful. We have not derived the Schroedinger equation

in the previous pages - rather we have written down the simplest, linear,
differential equation that is consistent with conservation of energy and has
simple sine or cosine like solutions in the absence of any potential energy. It is
an enlightened guess. We must study the consequences of this equation and
check them against experiment to be sure of the correctness of this equation.
So far this equation has proven fully consistent with all experiments (notice
that this equation treats time and space in distinct ways just as did the
classical expressions for energy - so it is really only a nonrelativistic equation
valid for speeds which are small compared to the speed of light. Dirac was
the first person to formulate the analogous relativistic equation which was
subsequently named after him).

Averages

We have argued that QM only gives us access to statistical aspects of a
particles motion - for example U*WAz is the probability of finding the particle
between = and x + Az. How can we find its average position ? Standard
probability theory tells us this immediately - multiply the position x by the
probability of finding it near = i.e ¥*WAxz and integrate the result over all
positions.

<a>= /dx\If(x,t)*x\Il(x,t) (10)
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Notice we have assumed that the wavefunction has been normalized.

This is all very well but suppose I want to know not the average position
of the particle but say its average momentum. How should I calculate that
? This highlights an aspect of QM that we need to discuss. I have stated
that the wavefunction contains all the information that is available about the
quantum particle but so far we only how to calculate information related to
its position. In general I should like to be able to calculate the probabilities
of measuring specific values for any physical observable, the mean values of
those observables etc etc. The general question I want to postpone till later
but for now I can give you the correct prescription for computing the average
momentum.

Recall that differentiating the wavefunction with respect to position was
(up to constant factors) the same as multiplying by the momentum. In
general we say that in QM the momentum of a particle is replaced by an
operator which in this case is just the derivative operator a%' Specifically

oM h 0

= R (11)
Operators are mathematical objects which when applied to functions yield
other functions eg. the operator x when applied to the function f(z) = z?
yields another function f' = zf(r) = x3. Similarly the operator % when
applied to f yields f' = % = 2x. The average value of the momentum in
QM is now gotten by sandwiching its associated operator between U*(z,1t)
and U(x,t) and integrating over all x.

h 0
<p>= [ de¥(z,t)" ——V(x,t 12
p>= [ daW(a, )= V(z,1) (12)
This is the same prescription as for the average position if we just replace
the (simple!) position operator x by the (more complicated!) momentum
operator p = %a%' We will return to this issue and its generalizations later.
At this point you may just consider eqn.12 as another postulate of QM.

What is meant by expectation value ?

In the previous paragraph we introduced a formula for the expectation value
of some observable (or operator as it is represented in QM). What is this ?
It is not the result of measuring that observable for a single particle many
times. On the contrary if the first measurement of the particle’s position



yields x = 0.5 say, then every subsequent measurement of the particle’s
position will yield z = 0.5 (we assume that no other measurements are made
in between and the particle is subject to no new forces). Rather, < = >
measures the average result for measurements of a ensemble of particles all
in the same initial state.

Other observables ...

For the simple situation we have discussed so far it is also easy to write down
expressions for other mechanical observables such as the kinetic energy or
angular momentum eg.

<T >=<p*/2m >= ——/\D*wdx (13)



Lecture 4

Conservation of Probability

We have argued that the wavefunction should be normalized to unity. Physi-
cally this corresponds to the simple that the probability of finding the particle
somewhere should be unity. Whatever happens in the subsequent motion we
expect that the total probability to find the particle somewhere should still
total to unity. It is possible to prove this directly from Schroedinger’s equa-
tion. Consider

d )
A /—\If*\IJ
dt/ dr pr

Using Leibnitz’s rule

o . .0 ou
ST =W

Using the Schroedinger equation for the time derivatives allows us to rewrite
this as

— U = — | U—— —
ot 2m 0x? 0x?

We now notice that this expression can be rewritten

VT 9 [Zh (\Ij*a\p_a\p ‘I’ﬂ

0 zh( 0*W 82\If*>
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We can now integrate this over all x and see since ¥ must go to zero at large
x that we obtain the result

d
)
dt/ v

Thus if it is normalized at ¢ = 0 it will remain so - probability is conserved.
This is an important and necessary test of the correctness of Schroedinger’s
approach.

Summary so far

QM tells us that the most information we can obtain about a (microscopic)
particle is contained in its wavefunction W(z,t). Once we know the wave-
function at one time Schroedinger’s equation allows you to calculate it at



any later time. Physical particles are described by normalized wavefunctions
JU*¥ = 1. In fact QM tells us to interpret U*WU as a probability density.
This then allows us to write expressions for the expectation value of some
observable quantity Q(x,p) as

<Q>= /\If*@\lfdx

where the QM operator (@ is just obtained from its classical expression by

replacing x with just x and p by %a%'

Time independent Schroedinger equation

OK, we have the Schroedinger equation but how do we go about solving
it 7 It turns out that if the potential V' is independent of time this may
be accomplished by a method termed the separation of variables. What this
means is that we seek solutions of the form

U(z,t) = ¢(x)f (1)
The justification for this is three fold
e More general solutions can be built up from these separable solutions
e They turn out to be states of definite energy

e Expectation values in these states are independent of time. They are
also termed stationary states.

If we do this we find that the Schroedinger equation reduces to two ordinary
differential equations

f(t) = exp—iEt/h (1)
Ho(z) = E¢(x) (2)

E is a constant which we will identify shortly as the energy of the state and
H is the hamiltonian

This second equation involving the Hamiltonian 2 is called the time-independent
Schroedinger equation. Notice that, as advertized, the probability density



U*W¥ is time independent. Furthermore, the operator H is a QM version of
the classical energy function for the system and from eqn.2 has an expecta-
tion value equal to E. Furthermore, any power of H has expectation value
just equal to F raised to that power. Thus the variance of the probability
distribution for the energy is zero - the distribution is trivial. Thus any mea-
surement of the energy will return exactly F - stationary states are states of
fixed energy.

But what is the energy E - so far we have not specified it. In general
we will see that the energy E can take on an infinite number of discrete
values dependent on the nature of the potential V. We will call these values
E\, FEy, FE;, ... and to each allowed value of E there will be an associated
solution to the time-independent Schroedinger equation ¢y (z), ¢2(x),. . ..

It is a theorem (we will not attempt to prove it) that the most general
solution to Schroedinger’s equation is a linear combination of these stationary
state solutions (the ¢,’s are constants)

U(z,t) =Y et (x)e Ent/ (3)

These coefficients ¢, can be usually found from a knowledge of the wave-
function at £ = 0 and the solution of the time-independent problem. The
moral of the story is that once we have solved the time-independent equa-
tion we have very little left to do to find the most general solution to the
time dependent Schroedinger equation! Furthermore, the time-independent
equation does not contain ¢ and so we can just look for real solutions of this
equation.

Examples
The infinite square well

Suppose V' = 0 for 0 < z < a and is infinite elsewhere. A particle is
permanently confined inside this potential well. It could be thought of as a
very crude model for a single electron atom. Classically, a particle confined
to such a system would just bounce back and forth at constant speed. Its
energy could take on any value. We will see that in QM the allowed possible
energies are discrete!

First, notice that ¢ = 0 for x < 0 and = > a since there is no probability
of finding the particle outside the well. Inside the well, where V' = 0, the



time-independent equation reduces to

_H2 g2
S

om dx?

Assuming that £ > 0 we may introduce the variable k = \/2mFE/h* and
write this equation as
d%¢
Bl
dx? ¢
The general solution to this is
¢ = Asinkx + Bcoskzx

The constants A and B are fixed by applying the boundary conditions ¢(0) =
0 and ¢(a) = 0. This yields B = 0 and the quantization condition

sinka =0

The latter means that ka = nm. Thus not all wavelengths are allowed - only
those which correspond to standing waves in the well. We have seen that the
Bohr quantization condition for the hydrogen atom could be understood on
a similar basis - here we see for the first time that the formal theory of QM is
able to explain many of the quantum phenomena which had been observed
and which had proven so difficult for classical physics to account for. What
remains - well we still have to normalize the solution - that is the origin of
the remaining freedom in the constant A ! Thus we find that the stationary
states of this potential are of the form

On(z) = \/gsin %x

n’w2h?

The energy of this state is Ej, = 53

We speak of the ground state as the state of lowest energy which here
corresponds to n = 1 with F; = % Classically the state of lowest energy
corresponds to the particle at rest with £ = 0. We see in QM that such a
state is impossible. The minimum energy the particle can have is E; which
increases as we confine the particle to smaller and smaller regions (a — 0).
This is a corollary of a very general theorem in QM called Heisenberg’s

uncertainty principle. This roughly states that the more accurately ones
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knows the position of a quantum particle the less certain we are about its
momentum (and hence its energy). In fact the product of the uncertainty
in its position times the uncertainty in its momentum is always greater than
some minimum which is equal to i/2. We will prove this theorem later in
the course but one immediate corollary is that no particle can ever be at rest
at a point since then it would have a well-defined position and momentum
(zero!). Thus even at zero temperature particles always suffer fluctuations
in their positions and momenta - they are somewhat smeared out. This of
course is required if they sometimes behave like waves ...

Other points to notice: as n increases the number of zero crossings of
the wavefunction increases. By symmetry the expectation value for z is at
x = a/2 for all states.



Lecture 5

Orthogonality - example for infinite well

Imagine taking the ground state and first excited state, multiplying them
and integrating between x = 0 and z = a.

/Oa dxsin (rz/a)sin (2rx/a)
Using the identity
sin (mx/a) sin (27x/a) = % (cos (mx/a) — cos (2mx/a))

We can see that the integral is zero - the two wavefunctions are said to
be orthogonal. Actually, it is not too hard to see that this is true for the
product of any two wavefunctions ¢, (z) and ¢,,(x) - their product integrates
to zero. This allows us to determine the coeficients ¢, easily knowing the
initial wavefunction. Taking the general expansion result ¥ = > c,¢, ,
multiplying both sides by ¢,,(x) and integrating (at ¢ = 0) leads to the
result

C, = /\If(x,O)ngm(x)dx

Thus a particle starting in a stationary state will always remain in that state
(all the ¢,’s are zero bar one) and all average properties of that particle will
be time independent.

It will turn out to be a general feature of solutions to the time-independent
Schroedinger equation for arbitrary potential - different stationary states
(with differing energies) will be orthogonal (in this sense) to each other.
Furthermore, any state of the particle can be expanded out on this set of
special stationary states and the expansion coefficients determined using the
orthogonality condition.

Time dependence

Suppose we manage to create an initial wavefunction that is of the form

U(x,0) = \/g (sin (mz/a) + sin (27z/a))



Thus we find that ¢; = ¢ = \/g and all other ¢’s are zero. The energy of
this state is no longer fixed but can fluctuate - it is not a stationary state.
We can now compute the time dependence of the probability density of the
particle. This yields

al*V = sin® (rz/a) + sin® (272 /a)
+ 2sin (mx/a)sin (2rx/a) cos (B — Eq)t/h

In obtaining this we have used the result
2cosf = el 4 e

Thus the probability density (and hence the mean position of the particle)
oscillates with time. Let’s calculate < x(t) >

< a(t) >= / Uz, )W (2, ) do
Thus
a<a(t)> = / zsin? (rz/a)dz + / rsin® (2rzfa)dz (1)
+ / 20 sin (mz/a) sin (212 /a) cos (AEt/R)dzx  (2)

where AE = E» — E; and using the result

/xsin2 (pz) = $_2 __sin (2px) _cos (2p)
4 4p 8p?
[ sin (wfa) sin (2 fa)de = —
zsin (rzx/a)sin 27z /a)der = ———
0 972
we can show that
a 32
=—|1-— AFE
<alt) >=5 ( = cos t/h))
The angular frequency of this motion is thus
3 2h
Wquantum = 5@

Thus the mean position of the particle oscillates with time in a way reminis-
cent of the classical oscillations of a particle in the same well. In fact if we
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calculate the mean energy of this state £ = (E; + F,)/2 and use it to derive
a speed v we find
B 5m2h?
Uclassical — m

the frequency of such a motion is then wejassical = 22”—: and yields

/5 2h

Welassical — 2 ma2
Thus the quantum oscillation frequency is pretty close to the classical os-
cillation frequency of a particle whose energy is close to the mean quantum
energy.

wzlassical _ E

wguantum 9
Thus certain linear combinations of stationary states can produce probability
‘lumps’ whose averaged motion resembles the classical motion of a particle.
We will see another example of this when we return to the discussion of free
particles. Another example of such a connection to classical physics is given
the Bohr Correspondence Principle which states that in the limit of large
quantum numbers n the results of quantum physics agree with the classical
motion. Actually the correctness of this principle relies on the fact that
the separation between energy levels becomes small for large n - which is
not in fact true for potentials which go to infinity for large distance such
as the infinite square well but it is true for the potentials within atoms and
molecules - the situation which Bohr was trying to describe.

Ehrenfest’s theorem

The connection to classical physics can be made more explicit in a celebrated
theorem due to Paul Ehrenfest which shows that quantum expectation values
evolve according to Newton’s 2nd law. Consider the time rate of change of
the expectation value of the momentum < p >

d<p> o (_,ho
—i =y (‘I’ mﬂ)
Using Leibnitz we find

d<p> ov* O , 020
/dx< o or TV 8m6t>
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Substituting in from the Schroedinger equation and using integration by parts

we can see y oV
<p> / .
— =— [ daxV —VU
dt T or
The right hand side is nothing but the expectation value of the force on the
particle and we have the result. Similarly it is easy to see that

d<ZE>_< <
aw P

Wave packets and free particles

We have seen that the Schroedinger equation in free space admits simple
plane wave solutions e** ! where w = hk?/2m. However, although we
initially hypothesised that these represented free particles it is easy to see
that this cannot be true.

e They are not normalizable

e If we compute their wave velocity vquantum = % it is half the speed of

the classical particle they are supposed to represent! (vcjassical = p/m =

e Such states do not satisfy the Uncertainty Principle - they have a def-
inite momentum.

These problems are all evaded once we realise that physical particles are
necessarily restricted to a finite region of space. They should hence be rep-
resented not by infinitely long plane wave states but superpositions of such
states whose wavelengths/momenta are restricted to lie in a small band. Such
a solution is termed a wavepacket - U(z,t)p.

U(z,t)p = / dke(k)ehm ot

If we assume that c(k) is strongly peaked about some wavenumber ko we can
expand w(k) around kg

) ~ (o) + (k= ko) ok



Changing variables to s = k — ky we can write this as
Up ~ e w0t / dsc(ko + s)eiko+s)z—wost
This can be rewritten
pi(—wot-+kowt) / dse(ko + 5) pilko+s)(@—wit)

Thus the wavepacket at time t is just of the same form as at ¢ = 0 but
translated to © — w(t. Thus the velocity of the packet as a whole (the so-
called group velocity) is just wj which is none other than the classical velocity
I Furthermore, by choosing a suitably rapidly decaying function ¢(s) we can
make the resulting wavepacket go to zero sufficiently fast as x — oo as to
render it normalizable. Finally, such wavepackets are comaptible with the
Uncertainty Principle - if you compute the typical spread in momenta k it
is possible to show that it varies inversely with the typical region in position
over which the wavepacket is none zero - the coefficient of proportionality
being at least 1/2 (the latter being realised by a gaussian function ¢(k)).

In summary (free) physical particles do not possess a definite energy
or momentum but possess a spread compatible the uncertainty principle
given their spatial localisation. Mathematically they are represented by a
wavepacket which is just a linear superposition of plane wave states. Such
a wavepacket propagates approximately as a single probability lump with a
velocity equal to the classical velocity of the free particle of that energy.



Lecture 6

Solving the Schroedinger equation on the computer
Types of solutions

We have seen that finding solutions to the full Schroedinger equation reduces
to solving the time independent Schroedinger equation

HY = EV

where H is the hamiltonian (or energy) operator. The solutions to this
equation are of two types

e Bound state solutions
e Scattering solutions

The former are exemplified by solutions of the infinite square well potential
- we see a discrete spectrum of normalizable allowed states. A particle in
such a state has zero chance of being found at infinity - it is essentially
confined to a certain region of the x-axis. The reason for this is simply
that its energy E is less than the potential at large distance E < V(00) -
even quantum effects cannot allow it to tunnel over infinite distances. The
scattering solutions on the other hand allow the particle to escape to large
distances and are characterized by E > V(o0). One example of such a
state is the free particle. We have seen that such states have a continuous
range of possible energies F and can be represented by non-normalizable
wavefunctions - like e?**. To achieve physical scattering wavefunctions we
must then superpose many of these mathematical solutions to Schroedinger’s
equation leading to the creation of wavepackets. Such wavepackets contain
a set of momenta and energies centred around some central (classical) value
and hence satisfy the uncertainty principle. They are then normalizable.

For the moment we will concentrate on the bound states (for potentials
like the infinite square well these are the only possibility). For most realistic
potentials we will find that is impossible to solve the (time independent)
Schroedinger equation to find the allowed states and energies and so we
must turn to numerical methods to find approximate solutions.



Discretization

The simplest method to solve the one-dimensional problem for bound states
is called the shooting method. First, we replace derivatives with finite differ-

ences
@ N ¢n+1 B ¢n

dzx Az

Here, ¢, represents the value of ¢(x) at x = nAzx and Az is a (small) interval
on the x-axis. The idea is that for Az small enough the approximation for the
derivative will be accurate enough and the final solution ¢,, will approximate
closely the solution to the continuum equations. To proceed we first write
the Schroedinger equation as two first order equations

¢ _

de b

dp 2m

aw = VP

Next we apply our simple discretization recipe and rearrange the two equa-
tions into the simple form

d)n—l—l — ¢n + Axpn
2m
Pnt1 = Pt A517?(‘/71 — E)o,

This way of writing the Schroedinger equation makes it clear what we have
to do - if we specify an initial value (say at = 0) for ¢(0) and %(f) we
can use these equations to predict their values at + = Az. Having their
values at + = Az we can use the equations again to get their values at
x = 2Ax etc etc. In this way we can generate the wavefunction for all z.
What value should we choose at x = 0 7 If the potential is symmetric about
x =01ie V(x) = V(—z) it is easy to see that the final wavefunction obeys
one of two conditions ¢(z) = ¢(—x) the so-called even parity solutions or
é(x) = —é(—x) the odd parity solutions. The former are even functions and
hence have gradient p = 0 at x = 0. The latter have ¢(0) = 0. Furthermore,
we can adjust the scale of ¢(z) arbitrarily at this stage so that a suitably
general set of initial conditions are

e ¢(0) =1, p(0) =0 (even parity)
e »(0) =0, p(0) =1 (odd parity)



Allowed energies - shooting and bisection

OK, so now we have initial conditions and a recipe eqn. 1 to generate the
wavefunctions. At this point you may be wondering - what determines the
allowed values of £ 7 We will see that only for rather special values of the
energy F will iteration of these equations yield a normalizable wavefunction
- in general the numerical solution will yield wavefunctions which diverge
very rapidly at large x. Thus the shooting technique consists of guessing a
value for F, iterating the equations determining ¢, and seeing whether in
some region far from the center of the potential the wavefunction is ‘small’
- if not we use some criterion for improving on our guess for E. If we do
this carefully, gradually increasing the energy E, we can find all the allowed
energies and associated wavefunctions.

One good way to locate the energies precisely is called bisection. By
experimenting with the local Java applet you will notice that if you have
found two values of F say E; and E5 which straddle an allowed energy they
will diverge with opposite signs at large = (say some fixed point x = xp).
Thus if you overshoot the allowed energy the wavefunction gets large in say
a positive direction (¢(xr) > 0) while undershooting yields a wavefunction
which diverges in a negative direction (¢(z) < 0). Now consider the mean
energy (E) + Ey)/2. If its wavefunction at x = z; has the same sign as say
the wavefunction computed at E; you can use this midpoint energy as a new
guess for Fy. If not it must have the same sign as that corresponding to
FE5 and you may use the midpoint energy as the new FE,. In either case you
have now halved the region in which the true allowed energy is located. By
iterating this procedure many times you can locate the energy to arbitrary
precision.

General Strategy

e Decide a region of E in which you want to search for allowed energies.
Decide also the minimum possible energy.

e Guesstimate a typical energy level separation (say using dimensional
analysis)

e Decide on a value for x, - the potential will contain a length scale - use
some multiple of this.



e Set a lower energy E; to the minimum possible energy. Set the upper
energy F, to the same. Compute ¢(zy) for this energy.

e Scan upward in the energy E, (using the average energy level separation
as a guide) until you find ¢(z) changing sign - an allowed energy lies
now between E, and Ej.

e Bisect to find exact energy.
e Reset lowest energy E to (just above) this allowed energy

e Repeat last three steps until you have exhausted the initial energy
region of interest.

The C code you will use employs this strategy. To change the potential you
are examining you just edit the function potential ()

Harmonic Oscillator

We will first use this technique to find the allowed energies and wavefunctions
of the harmonic oscillator potential V' = %mexZ. First we simplify the dis-
crete equations by working in terms of rescaled energy € = %—@E . Also, the po-
2,.2 2

tential is now of the form v(x) = 22 M2 — %22 Initially in the code we set

a = 1/2. First we set PARITY=0 (even parity) and compile the code. When
we run it the energies are (approx) 0.50, 2.50, 4.50, 6.50, 8.50. Similarly when
we set PARITY=1 (odd parity) we find the energies 1.50, 3.50, 5.50, 7.50, 9.50.
Thus we see that the energies € of the harmonic oscillator are equally spaced
(and for @ = 1/2) separated by unity. The ground state has non-zero energy
as required by the uncertainty principle. The plotted wavefunctions oscillate
and then decay rapidly to zero at large x. As the energy increases the number
of oscillations increases just as for the infinite square well. Furthermore, we
can show that the product of any two such states integrated over the interval
is zero as required by orthogonality!

If we vary a we will find that the energy level splitting varies as 2a. In
fact we can demonstrate numerically that

1
E,="nh —
w<n+2>

We will see later that we can derive this result analytically. However, by
repeating this calculation for the anharmonic oscillator V' = ax* we can use
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these numerical methods to solve a system which is not tractable by analytic
methods. Similarly we can use these techniques to study the bound states of
the finite square well - for a deep well the low lying states will look like those
of the infinite well - although the wavefunction will now extend outside the
range of the well - decaying exponentially out to large distance. Also, a finite
well possesses only a finite number of bound states - for large energies the
particle can move off to infinite distance with finite probability - it exhibits a
continuum of so-called ‘scattering’ states. These are not accessible with the
current code.



Lecture 7.

Vectors, Operators and the Hamiltonian evolution

We now turn to a more abstract discussion of QM. We have seen that in
wave mechanics a quantum system is described mathematically by a func-
tion of space and time called the wavefunction. This wavefunction forms
a convenient representation for the more abstract notion of quantum state.
Remember that the description of a quantum state is quite different from its
classical counterpart - it must be consistent with the Heisenberg uncertainty
principle and the principle of superposition. Thus a quantum state describing
a single particle may admit the possibility that a measurement of the par-
ticle’s position or momentum may return more than one value. To explain
double slit interference we must also assume it may be split and recombined
to yield other new quantum states.

Thus the mathematical quantity which is used to represent this quantum
state should contain a large number of different component pieces of infor-
mation and two such objects may be added together with different weights
to produce another such quantum state object. If we look around in mathe-
matics for objects which behave in this way we will see that quantum states
have the same properties as vectors. Unlike the familiar vectors of three di-
mensional space the quantum state vectors inhabit a so-called complex vector
space whose dimemsion may be infinite! To see how this all works out lets
summarize the important properties of ordinary vectors - once this is done it
will be obvious which of these properties carries over to more general vector
spaces. These properties are as follows

1. The sum of two vectors a and b is a vector ¢ = a + b.

2. We can multiply any vector by a scalar to yield another vector eg.
b = )\a.

3. Vectors can be expanded in components; that is it is possible to choose
a suitable basis set of vectors (like (i,j,k) of Cartesian coordinates)
and express every vector as a sum over basis vectors weighted by (real
number) coefficients.

a=a;i+a;j+ak

The set of 3 numbers (a;, a;, ai) are then the components of the vector.



4. There exists a dot product between two vectors a and b denoted a.b
which is just a scalar. If a and b are expanded on a Cartesian basis
this is just

a.b= aibi + ajbj + akbk
The components of a vector are then nothing else than the dot product
of the vector with the (unit) basis vectors eg. a; = i.a.

The generalization that is needed to discuss vectors for QM is
e Introduce a new notation |a > for quantum state vector.

e Replace real scalars by complex scalars. (vector components are also
in general complex numbers)

e Let the dimension of the space in which QM takes place be as big as
you like. Thus the expansion of a state vector in components can be
written

la>=> a;le; >
13

where the set of vectors {|e; >} forms a basis in the space.

e The exists a dot product which combines two vectors to yield a complex
number. This is denoted
< alb>

e The analog of a Cartesian basis is one in which the basis vectors are
orthogonal — < e;le; >= §;;.

e The components a; can just be intrepreted as the dot products of the
basis vectors with the vector eg. a; =< e;la >.

e The dot product between two vectors |a > and |b > in such a basis is
now
a.b = Gj;kbz —+ a;bj + Cl;;bk

The latter result can be understood if we allow ourselves two types of
vector - the original (sometimes called ket-vector) |a > and a dual bra vector
< a| whose components a?™ with respect to the dual bra basis < e;| are just

i
the complex conjugates of the ket components a?™ = af. The vector < q

dual to |a > is sometimes also called the adjoint vector. Notice that this



definition of the dot product ensures that the dotproduct of a vector with
itself is a positive real number (this will be a necessary ingredient in order to
allow for the probability interpretation of the theory - it will allow us to nor-
malize the quantum state vector to be of unit length < ala >= 1 completely
analogously to the normalization of the Schroedinger wavefunction).

With this technology we can expand the state vector | > on some n-
dimensional basis {|e; >} - we will assume from now on the basis is orthonor-
mal;

|\If >= Z¢t|€t >
=1

The coefficients ¢; are just the generalized dot products of the state vector
with the basis vectors ¢; =< e;|¥ >. Let us postpose discussion of what
appropriate set of basis vectors to choose. We will see that this is inti-
mately connected to the choice of observable to measure. Just notice that
this mathematical expansion of the state vector embodies the physical prin-
ciple of superposition - that is the quantum probability wave can be the sum
of many contributions each of which may correspond to classically distinct
possibilities (for example each basis vector might represent a possible loca-
tion of the particle on the x-axis - the quantum state is a sum over these -
allowing the particle to be simultaneously at many positions and forcing a
probabilistic interpretation of the theory).

The evolution of the state vector follows from the Schroedinger equation
of wave mechanics:

o >
ot

The quantity H is called the Hamiltonian operator. Its purpose is to trans-
form one vector into another (neighboring) vector. It has the dimensions of
energy - a primary observable.

Normalization of the wavefunction translates into the statement < ¥|¥ >=
1 - i.e the state vector is a kind of unit vector. This normalization condi-
tion was necessary for a probabilistic interpretation of the theory - and it is
necessary that it remain true for all time - thus as the state vector evolves
in time it remains always of unit ‘length’. What properties must H have in
order that this be true 7

Imagine solving the equation 1 over a small time period At.

ih

— H|U > (1)

A
W+ AL) >= [T > —Z—htH|\If(t) >



To check the normalization condition we need to introduce the concept of
adjoint operator. Suppose |¢ >= Al > then the adjoint vector < ¢| is given
by

< ¢| =< ¢|B

This is often written as
< By

which emphasises that BY operates on the bra vector - here < 1| Thus we
find that

< U(t+ At)|U(t + At) >=< V()| V(t) > +% (< ()| (HY — H)W(t) >)
Thus we require the Hamiltonian to be a self-adjoint or Hermitian operator
H = H'. We will see that hermitian operators play a central role in quantum
mechanics.

Notice that our argument implies that the operator (1 — %H) applied
to any vector preserves its length to O(A#?). In the limit of vanisihing At it
is an example of a unitary operator U. Such operators U have the property
Ut = U~ where U™" is the inverse operator - the operator which undoes the
effect of U. To see this is norm preserving consider

la >=Ulb >

< aU'Ula >=< ala >

In general, such an operator may be written as expiH where the operator
H is hermitian (not necessarily the Hamiltonian). This is the case for the
Schroedinger evolution eqn. 1 which has a formal solution

U (t) >= exp —iHt/h|¥(0) >

Notice that general unitary operators take one orthonormal frame into
another - they correspond to a change of basis. For example if we have some
orthonormal basis {|e; >} then for any unitary operator S we may construct
another basis {|ePrime; >} which is also orthonormal.

e >= Sle; >

then
< 6;-|6; >=< 6j|STS|€i >= 5ij

4



The length of any vector |¥ > is then invariant under such a change of basis
(although its components will change). Unitary changes of basis are just
analogous to using a rotated frame of reference in a discussion of two or
three dimensional vectors.

Eigenvalues and Eigenvectors

Consider again vectors in ordinary three dimensional space. And consider the
rotation operator - most vectors will change under rotation - the exception
are vectors which lie along the axis of rotation. They don’t change at all.
Also, vectors lying in the plane at 90 degrees to the axis just flip sign if the
angle of rotation is 180 degrees. In a complex vector space such as used by
QM every linear transformation has ‘special’ vectors such as these - they are
called eigenvectors. The transform into multiples of themselves under the
operator/transformation. The multiplying constant is called the eigenvalue.

Tl >= Ao >
Hermitian operators are special because
e They have real eigenvalues
e Their eigenvectors are orthogonal (and can be made orthonormal)

e They span the space - that is any vector can be expanded as a linear
combination of the eigenvectors - they can hence be used as a basis set.

The last statement is strictly only always true for finite dimensional vector
spaces. The first of these is easily proved:

<a|Tla>= X< ala>
because of hermiticity we may rewrite this as
<Tala>= X\ < ala >

(we have used the fact that the Hermitian adjoint of a scalar is just its com-
plex conjugate) Hence A = A* QED. To prove the second statment suppose

Tla >= Aa >



and
T|3 >= plB >

Thus
<a|Tf>=p<alf >

Using hermiticity we see that this can be rewritten
<Ta|f>=p<a|f >
But the LHS is just < Aa|8 > and since A is real and p # A we see

<alf>=0

Generalized Statistical Interpretation

Suppose now that we have a quantum system described by a state vector |[¥ >
evolving according to eqn. 1. It is a postulate of QM that every observable
will be represented in the theory by an hermitian operator. Suppose we
choose to make a measurement of some physical observable corresponding to
an hermitian operator (). The possible results of that measurement are the
eigenvalues measuring ¢; is simply

| < oFIT > |

After the measurement the state ‘collapses’ to the state |¢ZQ > and will then
continue to evolve according to eqn. 1 once more.



Lecture 8.

The Uncertainty Principle

As we have described, for any observable A we will associate an hermitian
operator A. The expectation value of the operator in the state |¥ > is then
naturally given by the expression

<A >=< V|AY >

Consider two such observables A and B. The product of the (squared) un-
certainty in A will be

04 = ((A— < A>)U|(A— < A>)U) =< f|f >
Similarly for the observable B (with f replaced by ¢) Therefore
oho =< fIf ><glg>>|<g|f >

This is called the Schwarz inequality. It is a theorem for all vector spaces
equipped with a notion of dot product. Now the RHS of this expression is
always bigger than the square of the imaginary part of < f|g > so we can
also write this as

1 2
o0 > (< flo> = <glf >1)
But

< flg >=< V|(A— < A>)(B— < B >)|¥ >

This is simply
<AB>—-<A>< B>

Similarly
<glf >=<BA>-<B><A>

So we find )
1
ooy > (Z < [A, B] >>
where the square brackets are defined by

[A,B] = AB — BA

1



This is the Uncertainty Principle in its most general form. It says that for
any pair of observables whose quantum operators do not commute there will
be an associated uncertainty relation for the product of the fluctuations in
their expectation values. This will be true for any quantum state vector
|W >. If we choose A =z and B = 2L we find

[l’,p] =h

and hence "

Og0p > 5
This is the famous Heisenberg uncertainty principle which we have encoun-
tered several times already.

Operators which do not commute do not share a complete set of common
eigenvectors - thus if we make a measurement of one of them we will (by
the generalized statistical interpretation described above) collapse the state
vector to a particular eigenvector of that observable, which will not then be
an eigenvector of the other observable. Indeed, if we choose to expand this
collapsed state vector on the basis of eigenvectors of the second observable we
will generate a range of values - i.e a measurement of that second observable
would be uncertain. The magnitude of that uncertainty would be given by

the uncertainty relation.

Finite dim representations - matrix mechanics

Let us now derive a concrete realization of these ideas by thinking of a finite
dimensional system endowed with some orthonormal basis set {|e; >}, i =
1,...n. An operator T takes every vector into some other vector. Thus
acting on a particular basis vector |e; > we would find

T|61 >= T11|€1 > +T21|€2 >4 4 Tn1|€n >

and similarly for all the other basis vectors. Thus the effect of the transfor-
mation can be encoded in n? coefficients T;; where we can see that

T;']‘ =< 6i|T|6j >
Furthermore if |o > is an arbitrary vector

la >=ajle; > +asles >+ -+ ayle, >



then
T|Of >= Zaj (T|€j >) = Z (Zﬂja]‘) |€i >
J ( J
Evidently T takes a vector with components aq,...a, into a vector with

components a; = T;;a;. It is easy to see that a compound operator C' = ST
is just represented by a set of n? numbers Cj; given by

Cij = > ST
k

Thus if we represent the state vector by its components in a particular basis,
then operators may be represented by matrices. Furthermore, if we think of
the components of a ket vector |a > as just a column matrix, then the dot
product < bla > is just the matrix product

bia

where the dagger operation transposes the column vector |b > into the row
vector < b| and takes its complex conjugate.
Now consider the scalar

< PlAlY > = Z¢f¢j < ei|Ale; > (1)
2y

= Z¢’ff4iﬂ/}j (2)
1,7

If A is Hermitian we must have that the LHS equal
< Holp >

This will only be true when
This then is the definition of a Hermitian matrix. It is a result in matrix
theory that the eigenvalues of a hermitian matrix are purely real and that
the eigenvectors are orthonormal and span the original space - just as for
the abstract operators. Unitary matrices are then simply those matrices
whose (matrix) inverse is just equal to its (matrix) hermitian conjugate as
you would expect.

Thus any observable can be represented by either an operator or a (possi-
bly infinite dimensional) hermitian matrix. The possible (real) values which

3



can result from measurement of that observable are just the eigenvalues of
that matrix and the probability of measuring any such value is just the (mod)
square of the component of its state vector along the eigenvector correspond-
ing to that eigenvalue. Thus most of day to day business of doing a QM
calculation, written in this language, corresponds to finding the eigenvalues
and eigenvectors of some Hermitian matrix A. For small systems this can be
done by setting the determinant of A — AI equal to zero. This generates a
polynomial equation with n roots - the eigenvalues \;,z =0...n.

Notice that a matrix M will take on a diagonal form in a basis of its own
eigenvectors

Mij =< 6i|M|€j >= )\j < €i|6j >= )\jéij
The transformation to this basis from the original basis must be a unitary
matrix transformation (since it must preserve the length of the state vector).
Thus
e’ >= Sijle; >

The form of the matrix eigenvalue equation may then be preserved if the
matrix M;; undergoes a so-called similarity transformation.

Adiagonal — SAST

The only remaining question is how is the unitary matrix S determined ? The
unitary matrix can be built from the eigenvectors of the matrix by assembling
them into successive columns of S. Thus if we know the eigenvectors of an
given matrix (in a given basis) we can construct the unitary matrix that
effects the change of basis which renders the matrix diagonal.

It is also clear then that if two operators have a common set of eigen-
vectors they can be simultaneously diagonalized (put in diagonal form) by
a common unitary transformation. But diagonal matrices commute - hence
there will be no uncertainty relation holding between the two corresponding
observables. So such observables are often said to be compatible. The oppo-
site reasoning is also true - incompatible operators are those which do not
commute and have a non-trivial mutual uncertainty relation. They cannot
be simultaneously diagonalized and have different eigenvectors.

Numerical methods for solving matrix mechanics problems often turn
this around - they typically focus on finding iteratively a transformation S
which is capable of rendering A diagonal. The diagonal elements are then
the eigenvalues and the matrix which effects the diagonlization yields the
eigenvectors.



The Schroedinger equation just becomes a matrix equation now. This
can be seen by taking the vector form and expanding |¥ > on a (time-
independent) set of basis states {|e; >}

|\If >:Z<6i|\p> |6i>
[

Inserting this into the Schroedinger equation we find

d < eV >
ZhZZiJ:ZHkZ >< 6i|\If>

Take dot product of this with < e;|. Orthogonality of the basis says

< e;| ¥ >

h
T

= Z < 6j|H|€i >< 62|\If >
7

or equivalently (< e;|¥U >= ¢; etc)

dCZ'

 des
S

= Hz 'Cj

where H;; is the Hamiltonian matrix. If we look for solutions of this equation
in which all the ¢; vary with time in the simple way ¢; ~ e7*#/" (the station-
ary solutions) we find that the allowed energies E are just the eigenvalues of
the Hamiltonian matriz and the eigenvectors the allowed stationary states



Lecture 9.

Chemical Bonding revisited

We can use this matrix formulation of QM to return to the problem of un-
derstanding the QM origin of the chemical bond. Suppose we are looking
at say the H, ion which consists of just one electron shared between two
protons. If these two protons are a long way apart we can envisage the elec-
tron as being attached to one or the other - giving two physical states |1 >
and |2 >. These will be our base states. This truncation of the space of all
states to just two will be sufficient to discuss simple properties of the ground
state of the system. Imagine taking the two protons infinitely far apart -
then we expect no overlap < 1|H|2 >= 0 - the (local) Hamiltonian cannot
cause an electron to jump from one state to another. In this limit we can
trivially solve the Schroedinger equation for the two state system - we find
|1 >~ exp (—iHyt/h). Thus Hy; = Ej is to be interpreted as the energy
an electron would have in a single hydrogen ion. By symmetry it is equal to
Hjys - the energy if the electron lived on the other proton. As we put the two
protons closer and closer together we find a non-zero chance for the electron
to jump from one proton to another - this is represented by a nonzero matrix
element between the two states - < 1|H|2 ># 0 = —A say. Thus the two
state system we must solve takes the form

(8 )- (55 (0)
ih ( % o —A E[) Co
where ¢; =< 1|¥ > etc. Lets look for solutions where both amplitudes ¢y, ¢,
have the same time dependence exp —iEt/h. Thus we need to solve the
matrix eigenvalue problem Hc¢ = Ec. The possible eigenvalues turn out to
be
E+/, — E() —|— / — A

with corresponding eigenvectors |e;,_ = %(H > +/ — ]2 >). Thus the
ground state is lowered in energy with respect to a single hydogren atom and
its amplitude is an even function of the two separate amplitudes. In order to
get the true ground state we must use a state in which the electron is equally
split between the two protons! This energy will decrease as the distance
between the two protons is decreased (i.e we assume that the magnitude of
A increases as the distance decreases) - hence chemical bonding.



Notice also, that if we start out with the electron located on atom |1 >
it will not remain so - the presence of the two time dependent factors for
the eigenstates, which oscillate at different frequencies, ensures that at some
later time it will contain an admixture of the second state - i.e there will be
some probability that the electron would be found on the second atom!

Suppose we had two distinct atoms trying to share an electron in this
picture. It is easy to modify the calculation to handle the situation when
H, # Hs,. For small A the new energies are

Er = Hy+
Err = Hyp—

This is typically much smaller than the splitting for equal energies and ex-
plains why single electron bonding in non-symmetric molecules is not very
common.

A more typical situation is the two electron chemical bond in which two
electrons are shared by the two atoms. The hydrogen molecule furnishes a
nice example. The situation can still be modelled approximately as a two
state system corresponding to the physical situation in which electron a is
around the first proton and electron b is around the second and vice versa.
As before the base states for these two situations have the same energy by
symmetry but as before there is a possibility of hopping or exchange of the
two electrons between the two protons. The mathematics is identical to the
single electron problem and so we expect that the allowed energies of the
combined system are split by this quantum mechanical hopping and we pre-
dict that the energy of the ground state is lowered as a result. This decrease
in ground state energy is accentuated for small inter-proton separations and
results in a chemical bond - the covalent bond.

If we admit two more base states into the picture - those corresponding
to the two electrons being on one or the other of the two atoms (if they
are dissimilar) we can can allow for ionic bonding in this picture. Thus by
extensions of these ideas we can start to understand the quantum mechanical
basis for chemistry.



Emergence of wave mechanics

Consider a one dimensional crystal with lattice sites ¢ = 1...N spaced a
apart. A quantum particle can move on this lattice and we can adopt a set,
of basis states to describe this motion as follows |e; > corresponds to the
particle being located at site 1.

|\If >:Z<6i|\p> |6i>
9

Writing down the Schroedinger equation for this system we find

, de;
Zh% = Zj:HijCj

where ¢; =< ¢;|¥ > is the amplitude for the particle to be located at site
i (the component of the state vector on the basis vector |e; >). The matrix
elements H;; are just

Hz'j =< ei|H|€j >

and measure the component of H|e; > on the basis vector |e; >. Remember
that the hamiltonian measures the change in a vector under an infinitessimal
amount of time. We expect that for very short times the only state a particle
can hop to from lattice site ¢ are its neighbours 7 — 1 and ¢+ 1. Furthermore
we expect that the probability for going in either direction is the same. Thus
we might guess

H|€i >= (V + 2A)|€z > _A|€i—1 > —A|6i+1 >

where A and V' are some constants. Furthermore, we expect that for a free
particle the vector corresponding to a uniform probability distribution for
the particle is time independent. This identifies V' as a simple function of
the potential energy of the particle. We thus have found

Hij = —Aa2Az~j + V(S”

where A;; is a discrete form of the operator dd—; restricted to the crystal
lattice. Furthermore, we can rewrite this matrix equation in the suggestive
form

Za (—ACLAM + V;) lbj = E’g/}z
J

3



In the limit in which @ — 0 with N — oo the sums become integrals and
dij/a — 6(i — j) where i and j can now be thought of as continuous valued
positions. Thus this equation will be the same as the fundamental equation
of wave mechanics if we require

hZ

Aa =
2m

In this limit can clearly adopt a normalization for the eigenvectors in

which
Z a|1/)z'|2 =1

)

which just goes over into the usual form
[ dov(@)ii@) =1

when it is realized that ¢; =< e;|¥ >= ¢(z;) is just the probability ampli-
tude for finding the particle at lattice site x;. Notice that the eigenvectors
then take the form of Dirac delta functions ¢*(z;) — %

Thus we can see that wave mechanics is just one representation of QM -
in which we focus on measurements of position and expand all vectors on a
basis corresponding to the eigenvectors of the position operator. On a finite
lattice this is a finite dimensional matrix problem and as a — 0 it goes over
to a infinite dimensional matrix problem. Differential operators - like ;—;
being just convenient representations of infinite dimensional matrices !

Indeed you can see that the space of all functions satisfies all the require-
ments of a vector space - the sum of two functions is a function. One can
define operators and scalars (just complex numbers) and most importantly
one can define the notion of a dot product where summation over components
is replaced by integration over a continuous valued index - the position x.
The most delicate remaining issue consists of completeness - that any function
can be expanded out as a sum over a set of basis functions. The boundary
conditions play a crucial role here - if the wavefunction is subject to suitable
boundary conditions this postulate may also be satisfied - eg. Fourier series
and the infinite square well. Such functions are also square integrable - that
is their dot product is finite always. The latter is necessary for a probability
interpretation of the theory. Functions satisfying these requirements are said
to live in a Hilbert space after the famous mathematician.



Band structure

Suppose we use this lattice Schroedinger equation to model the situation in
a crystal in which an additional constant potential energy is acquired when
an electron is at a lattice site - V; = 1} say. It is easy to see that e”"® is a
solution of the time independent Schroedinger equation with energy

h?
E=Vy—— (1 —coska)
m

for any & from 7/a to zero (for an infinitely long crystal). Thus the possible
energies form a band with energies ranging from V) to Vy — % Clearly Vg
is the energy an electron would have on a isolated lattice site - its original
atomic energy level - this is split into a band of allowed energies in the crystal.
Furthermore, a similar process will be true for all the original atomic levels -
leading to a sequence of bands of allowed energies separated by finite energy
gaps. This structure is a crucial component to the arguments which are used
to explain all metallic, insulator and semiconductor behavior. Electrons fill
these stationary states up to some maximum energy - the so-called Fermi
energy (there is a principle called the Pauli exclusion principle that prevents
electrons from being in the same state). A filled band is inert for conduction
purposes - it has an equal number of left and right traveling electron waves
and no free states available to take more electrons such as those responsible
for carrying an electric current. A partially filled band however has available
electron states for carrying current and such a substance is a metal. An
insulator has a filled band and hence cannot use electrons to carry heat or
electric current. A semiconductor has a filled band but a small bandgap
to the next (empty) band - hence at room temperature a small number of
electrons can become thermally excited to this new band and carry current.
Furthermore, the holes left behind in the nearly filled band can also carry
current - this substance will be a semiconductor.



Lecture 10.

Angular Momentum

Let us now turn to QM in more than one dimension. In one dimension we
know how to represent the position and momentum operators (when referred
to the basis of eigenvectors of the position operator). In three dimensions we
will immediately need to know how to represent the angular momentum of
a particle. This is a vector quantity in classical mechanics with components
L,, L,, L, where

L, = yp.— 2p,
Ly = 2Pz — TP,
Lz = TPy — YPx

In QM we expect it to be represented by a set of three Hermitian operators

corresponding to these components. By plugging in the 1D correspondance

Py = %a% etc we find the operators

h 0 0
h 0 0
h 0 0

The first question we should ask is: what are the eigenvalues and eigenfunc-
tions of these operators 7 We know that the former are the possible values
of a measurement of the corresponding component of angular momentum L
and the latter are important for extracting the probabilities of measuring
any one such eigenvalue. We can also ask the question - what is the maximal
amount of information we can have concerning the angular momentum of a
particle in QM - that is, can we know all these components precisely and
stmultaneously 7 This latter question can be answered by computing the
commutator of these operators with each other. We know if this is zero the
operators are simultaneously diagonal in the basis of their common eigenvec-
tors. Otherwise there will be a generalized uncertainty principle governing
the minimum size of the fluctuations in these two operators. We can easily



show that

[L.,L,] = ihL,
[L.,L,] = ihL,
[L,.L.] = ihL,

From these fundamental commutation relations the entire theory of angular
momentum can be deduced. Evidently, the different components are incom-
patible observables

h
O-LEO-Ly 2 §| < Lz > |

On the other hand the square of the total angular momentum L? = L2 +
Lz + L? does commute with any of these components eg.

[L2,L.]=0

Thus we can choose eigenstates which are simultaneously eigenstates of both
L? and say L,.

L% f = \R2f
and
L.f=uphf
Define the two operators
Ly=L,+:iL,

The commutators with L, are
L, Lyl =[L, L) £i[L,, L, =+hL,

and, of course, L, commutes with L2. Imagine some function f which is an
eigenfunction of L? and L, then we can show that L. f is also an eigenfunction
of these two operators with eigenvalues AA? and (p + 1)h. L, is termed a
raising operator and L_ a lowering operator. Thus, for a given value of
A the application of these two operators generates a ladder of states, each
one separated from its neighbors by a L, eigenvalue different by h. We can
keep applying say L, and move up the ladder. Eventually, however we must
find a state with the highest possible value of the z-component of angular
momentum. For such a state ;4 = [ say and we have

Lifi=0



Now, we can show that

Lily=12+L12Fi(L,L,— L,L,)

or
[*=L.L.+L*FhL,

Thus
L*fy = (WP + 1) fi

Thus A = (I + 1). In the same way there is a bottom value of y = Ih such
that
L_f;=0

we find similarly that [(I — 1) = [(l + 1). Thus [ = —I. Thus the eigenvalues
of L, are mh where m runs from —/[ to +[ in 2/ + 1 integer steps. Thus [
must be integer or half-integer. Notice that the maximum component of the
angular momentum [ can never equal its total value /(I + 1) since this would
invalidate the generalized uncertainty principle (since then we would precisely
the values of L, and L, - zero!). The computation of the eigenfunctions takes
a little more effort!

Eigenvectors

We employ spherical coordinates

xr = rsinfcos¢
= rsinfsin¢g
z = rcosf
We find 5 5
L, = he™ (z cot 98_¢ + %>
, 0 0
L_= hefw (Z cot 98—¢ — %>
Notice that they are independent of the coordinate r - thus so will be the
eigenfunctions. If we can solve the equation L, f;; = 0 for the highest L,

eigenstate with L? eigenvalue [(I+ 1) we can always get the other 2/ states by



applying L _. Furthermore, lets assume that the eigenstates can be written
as a product state

fiu=F(0)G(9)
We find that G(¢) = e™? where m must be an integer in order for G to be
single valued. Furthermore, since L, = —iha%) we see m = [. The remaining
equation for # reads
dF
i [cot OF
Writing [ cot § = d% Insin' @
dinF d
= — Insin’
7 g nsin 0
Thus
F(#) = Asin' 0

and the total eigenfunction looks like
fl,le”‘f’ sin’ @
By applying L_ we find
frg—1~ =% sin!=1 0 cos 0

These eigenfunctions are called spherical harmonics and play a crucial role
in the states of 3D systems which are rotationally invariant.

Spin

Usual orbital angular momentum corresponds to integral [. But it is observed
that particles may also possess intrinsic angular momentum analagous to
rotation about an axis - called spin. This may be half-integral. For example,
the electron has spin 1/2 meaning that L? = 1/2(1/241)h* and its projection
on the z-axis is :I:%h. It is an example of a ‘exact’ two state system, similar
to the ones introduced earlier to describe (approximately) chemical bonding.
In this case the representation we have derived for integral [ is not valid.
Instead the spin operators can be represented by 2 x 2 matrices - the o (or
Pauli) matrices introduced in the homework. A general spin state may be
represented by a 2 component column vector or spinor.

X >=als > +b - = >
X ==l 2

4



The components of |y > are the vector < Z > Also,

01
0 —i
s (03)

1 0
As we have seen these obey the fundamental commutation relations of angu-
lar momentum and yield the correct eigenvalues for S? and S,. Suppose the
system is known to be in the state (a,b) and we ask the question: what is
the probability of finding the particle ‘spin-up’ along the x-axis 7 First, we

must confirm that S, has the same two eigenvalues j:% and then express the
state in terms of the corresponding eigenvectors of S,. This yields

I >= a+b |1 oty a—1>b | 1 X

X==\Vv2 )2 /2 2

Thus %|a + b|? is the probability of finding the particle spin up along the
x-axis!

Spin in a magnetic field

It is known that a particle with spin interacts with a magnetic field B with

Hamiltonian
H=—B.S

For an electron with magnetic field in the z-direction Schroedinger’s equation

takes the form
.d [ a 1 0 a
g (5 )= 5)(5)

The general state is then a linear combination

X = ( cos (v/2)e Bt/ )

sin (a/2)e~"7BL?



where we have automatically imposed a normalization condition on the state.
Thus
< S, >=cos? (a/2) — sin® (a/2)h = cos ah/2

Similarly
< Sy >=x"S,x

with y as above. We find
n .
< Sy >= 5 sinacos (vBt)

and a similar result for the y-component. We see that the spin vector classi-
cally precesses around the field direction with angular frequency (the Larmor
frequency) w = yB.

Addition of angular momentum

Consider two spin 1/2 particles. What is the total angular momentum for
the system 7 More generally, consider two particles with angular momentum
eigenvalues [y, m; and [y, my. Think of them initially as very far apart or
uncoupled. It is easy to see that there are 4 commuting angular momentum
operators for this system: L*(1), L,(1), L*(2) and L,(2). Any linear combi-
nations of them will also be commuting. The obvious ones we are interested
inare L, = L,(1) + L,(2) and L? = L(1) + L(2).L(1) + L(2) together with
the squares of the individual angular momenta. We can equally well choose
these latter four as the maximal commuting set. The eigenstates of these will
correspond to the total angular momentum of the combined system and its
component along some axis. The eigenstates of these operators will be built
out of products of eigenstates of the original angular momentum operators

|lmlllg >= Zcml,m2|llm1 > |lgm2 >

If, initially there are (21, +1)(2ly + 1) states for the two particles this will be
preserved in this new representation.

Clearly, the maximal value for m will be [; + l,. This means the two
particles can be found in a state with [,., = [y + [,. The minimal value of
m will be |l; —l5]. In fact we can show that this yields [,,;, the possible min-
imal value of the total angular momentum quantum number. Since angular
momentum is quantized we expect any angular momentum in between will



also be seen. One way to see this is to see what value of [,;, will yield the
correct total number of states

ST 1) = @+ 1)@+ 1)

Imin

To make things more concrete reconsider our original example of the spin
of two electrons. The possible conbined state with largest z-component of
angular momentum m =1 is are

| t>1 [ 1>
Lets operate with L_ = L_(1) + L_(2) on this. We get
| I>1 [ T>2 ] 1>1 | I>0
This has m = 0. Operate again with L_ and we find
[ 1>1 [ 1>

which has m = —1 as expected for an [ = 1 state. But wait, this is only
3 states and I started with four base states. Also, my previous prescription
implies there is also the possibility of a spin zero state [ = 0 which must have
m = 0. Of course, there is indeed another m = 0 state orthogonal to the one
we have already written down. It is

[ 1>1d>2 = I>11>

Thus the combined system can exist in a triplet [ = 1 or singlet [ = 0 state.



1 Lecture 11.

QM in three dimensions
The Schroedinger equation is

O
Al
ot

where the hamiltonian takes the form

— 1 2 2 2

and p, — etc. Normalization of the wavefunction is simply

B Bm
/alamlydz|\lf|2 =1

The time-independent Schroedinger equation is just the same with E re-
placing the LHS. For systems which are rotationally invariant (i.e where the
potential depends only on r) we may guess that solutions will look simpler in
spherical coordinates (r,#, ¢). To solve the Schroedinger equation in such a
coordinate system we again try to find separable solutions - that is we write
U(z,y,z) = R(r)Y (9 #). This means we must transform terms involving
derivatives in z eg. ? into derivatives with respect to r, # and ¢. This is a
straightforward but tedious calculus exercise. I won’t do it here but simply
quote the result We find

B2 (10 [ ,00 1 0 1o
== - 7 7 - F
2m (7"2 or ( 8r> T r2sin § 00 (Sm980> - 72 sin? 02 VY v

This leads to two equations
1 1 0 oY 1 0%
il il H— A
% (meae ( o ae) T e a¢>2> ¢

1d (2@>_2mr2

and

Rar \" ar e

Now, since we have shown that the Hamiltonian commutes with the angular
momentum generators, the states of the system will be eigenstates of the

1



angular momentum operators - thus, the angular equation here must simply
generate the spherical harmonics we have already met. In which case the
constant C' = [(I + 1) with [ integral (it must be L? that comes in since this
is the only operator which does not single out a direction in space — unlike
L,). Thus the angular shape of the allowed wavefunction does not depend
on the details of the potential if it only depends on radial distance r. We can
simplify the radial equation still further by making the change of variables

_ AR _ (.du _ > d (,2dR) _ ,.d%
R = wu/r. Hence % —(rdr u)/r and - (r dr)—rdTQ. We find

2m dr?

K2 2 R U(l+1
u—i—[V—i-Qm (7'2 )]u:Eu

This is identical in form to the 1D Schroedinger equation except that the
potential is replaced by the effective potential

I +1

2m  r?

Ver =V +

The normalization condition becomes just

/dru2 =1

If you don’t like all this math it is also possible to guess this equation for
u(r). The argument goes like this; the Hamiltonian is rotationally invariant
- hence it can only depend on the radial coordinate r plus constants. We
might guess

1
2mp’" (r)

where p, denotes the momentum along the radial direction. This cannot be
the full story since such a Hamiltonian does not give the correct expression
for the energy of classical circular motion. The latter can be written

L2

Ecircular motion — 2
2mr

where L is the angular momentum of the particle. Now we know that L2
is an operator in QM which commutes with H for a rotationally invariant
system. Hence we can add such a term to our previous quantum Hamilto-
nian without changing the rotationally invariant nature of the Hamiltonian.
Such a Hamiltonian will give the correct expression for purely radial motion



and also for simple circular motion. In addition we know that eigenstates
of the Hamiltonian will be simultaneously eigenstates of L? - their angular
dependence wil hence just be given by the spherical harmonics we introduced
previously! Furthermore, for such states we may replace the operator L? by
its eigenvalue /(I 4+ 1)h* and we arrive at the same equation as before.

Lets solve this first in the case where V' = 0 for R < a and is infinite for
r > a. The radial equation inside the well reads

Pu [ +1)
dr?

2
R k ] u
where k = v/2mFE /h. We need to solve this equation subject to the boundary
condition u(a) = 0. The case [ = 0 is easy

u = Asin (kr) + Bcos (kr)

Since the true wavefunction is u/r so B = 0. The other boundary condition
then requires sin (ka) = 0 which yields ka = nm. The allowed energies are
simply

n’m2h?

n —

2ma?
and the allowed wavefunctions are just

Y =sin (nwr/a)/r

The general solution for nonzero [ is r jj(kr) where the function j;(kr) is
called a spherical Bessel function. The allowed energies are given by the
solution of the equation

jl(ka) =0
which yields an infinite discrete set of solutions. If 3, is the n'" solution to
this equation we find the allowed energies
oo,

nl

E,l = ——
2ma?

and the wavefunctions are just

¢(R, 0, ¢) = jnl(ﬁnlr/a)nm(ga ¢)

Notice that each energy level is (20 + 1) fold degenerate which reflects the
fact that the energy of the system does not depend on choice of the z — axis.

3



The hydrogen atom

To find the energy levels and wavefunctions we merely substitute in the form
for the Coulomb potential V' = «/r and solve the radial equation again.
The solutions are again a set of special functions - the Laguerre functions.
Its easy to modify the C code I gave you to determine the energies and
wavefunctions. You will see that all the allowed wavefunctions are oscillatory
but with exponentially decaying amplitudes. The allowed energy levels turn

out to go like
m [ e\’
Ey=—|-=5|—
2h* \ 4Teg

and [ is restricted to lie in the range 0...n — 1. Notice that each of these
states is 2/ + 1 degenerate also. For the ground state the energy in physical
units is By = —13.6eV.

1

n2

Spectrum

If you put an atom in some stationary state then it will stay there forever
but if that state is not one of the lowest energy it will be prone to make
transitions to lower energy states (this can be caused by thermal collisions
between atoms for example). To conserve energy a photon whose energy
matches the atomic energy differences is emitted.

)

1 1
Ephoton = —13.6eV <—2 - —2>

Transitions to the ground state lie in the UV - Lyman series. The Balmer se-
ries are transitions to n = 2 etc and occur in the visible part of the spectrum.
This spectra can be produced by first passing an electric spark through the
gas and then watching for the photons produced as the atoms relax back to
lower energies.

Indistinguishability, atoms and the periodic table

Suppose I want to study a system with more than one particle. One might
want to start with systems in which the two particles do not interact strongly.
In this case the allowed energies/wavefunctions can be computed from 2 in-
dependent Schroedinger equations. Just as in the case with two independent



angular momenta we can write down a wavefunction for the combined system
by taking products of the single particle wavefunctions.

U(r1,72) = o (r1)n(r2)

Of course, we are implicitly assuning that we can tell which particle is which
- this is absolutely impossible for two identical particles such as electrons.
We have already seen a precursor to this when we discussed simple 2-state
models for covalent chemical bonding - we found that the allowed states of
the system were linear combinations of states in which the electrons initially
labelled were at one or the other of the two parent atoms. Thus we found
that

U(ry, 1) = Yo (r1)p(re) £ Ya(re)1p(b(r)

Indeed, quantum indistuingishability forces us to use such a basis of states
when discussing systems with more than one identical particle. If we intro-
duce the exchange operator P such that

Pf(ri,ra) = f(ra,m1)

then clearly P? = 1 and it follows that the eigenvalues of P are 1. This
operator will commute with the Hamiltonian and hence we can find a set of
functions which are simultaneously eigenstates of P and H. Such eigenstates
will either be even or odd under exchange of particle label. These are just
the previous wavefunctions. Particles for which P = 1 are termed bosons
and those with P = —1 are called fermions. In relativistic QM we can also
show that fermions have half-integral spin while bosons have integer spin
(this is called the CPT-theorem). In our case we must just postulate it as
an additional assumption.

Notice immediately that two identical fermions cannot occupy the same
state - for then ¥ = 0. This is termed the Pauli exclusion principle. Its use
in combination with the existence of discrete allowed energies gives an expla-
nation for the atomic structure of atoms and the peridodic table. Imagine
that as a first approximation we treat each electron around the atom as mov-
ing independently of all the others (that is we neglect their mutual electrical
interaction and use only the Coulomb force of attraction of each electron
to the positively charged nucleus). Just as in the hydogen atom if T solve
the Schroedinger equation for this system I will find a set of single particle
allowed energies. Each of these will be labelled by some radial quantum num-
ber and an angular momentum. Typically the energy of the system increases



with both radial quantum number (shell number) and angular monentum.
To assemble the atom we put electrons in one by one in order of increasing
energy - the Pauli principle stops us putting 2 electrons in the same state
(thus we can put 2 electrons in a state with [ = 0 since they can have distinct
spin states, 6 electrons in a state with [ = 1 since there two spin states for
every value of [,). Once we have filled a given [-state the resultant electrons
have no net spin and angular momentum and such a shell is chemically in-
sert. Thus the chemistry of an atom is determined only by its outermost
partially filled single electron states. This leads to a periodic variation in
the properties as the atomic number (number of electrons) increases. If we
include electron repulsion and spin properly into this model we can account
quantitatively for all the known chemistry of the atoms.



Lecture 12.

Symmetry and conservation laws in QM

Imagine computing the time variation of the expectation value of some ob-
servable corresponding to the operator A. We have
0| v >

ot

d<A> 0<VY|
dt Ot

Al >+ < ¥|A

From the Schroedinger equation we have

d< A >

o =i/h < VU|[HA—- AH]|¥ >

Thus any operator which commutes with the Hamiltonian will have an ex-
pectation value in any state which does not vary with time - it is conserved.
Furthermore, we know from our discussion of angular momentum that eigen-
states of the hamiltonian can also be chosen to be eigenstates of the operator
A if it commutes with H. Thus they can be labelled with the corresponding
eigenvalue of A. This quantum number will not then change with time.

There are three basic operators we know that satisfy classical conservation
laws - the energy, momentum and angular momentum. In QM the associated
operators will hence commute with the Hamiltonian (in the first case this is
of course trivial!). We might ask the questiom: is there any fundamental
principle of nature which might guarantee that these classical conservation
laws also hold true in QM ? The answer is yes and it has to do with symmetry.

Consider the operator O = exp (iap/h). By expanding this operator in
powers of p - the momentum operator it can be seen that this operator
effects a translation of the wavefunction by the distance a. If the system is
translation invariant this does not change the energy of the state. This will
be true if the Hamiltonian of the system is invariant under translation and it
follows that 0 must commute with H. This in turn means that p will commute
with H and hence will be conserved. This invariance of the hamiltonian is
called a symmetry - and we see the intimate connection between symmetry
and conservation laws. A similar result is true for angular momentum and
symmetry under rotations.



Perturbation Theory

Suppose we have solved the Schroedinger equation for some potential V}
and now want to find the eigenvectors/values for another potential which
differs from V) by a small amount. Perturbation theory is a tool for finding
approximations to the latter knowing the eigenvectors/values for V. Writing

We will take )\ to be a small number. We write
iy >= [0 > +A[Y) > +. ..

E,=E 4+ \E! + ...

If we substitute this ansatz into the Schoedinger equation and equate powers
of A we find
Vlvn > +Holthy >= Epliy > +Ep|thy, >

Taking the dot product with < 92| we find
By, =<4 [VIyn >

This is the first order shift in the energy. To find the eigenvector to first
order in A we expand it as

U >= D calto, >
m

Notice that we do not need to include any term ¢, in this expression as such
a term is not O(\). Thus we find

> (B, — Bp)ei [, >= = (V = Ey)luy >

m

Taking the dot product with |¢)) > we find
(B} = Ep)a(n) = — <} |V|i, >

Notice that the denominator is never zero unless there is degeneracy.



Fine Structure of Hydrogen

The spectrum of hydrogen is in leading approximation given by that of the
non-relativistic Schoedinger equation with Coulomg potential. However, the
true Hamiltonian of the system should treat the electron relativistically.
Since terms are supressed by O(v?/c?) relative to the leading term their
erffects can be computed using perturbation theory. Using the (relativistic)

formula
T =p*/2m — p*/8m3c* + ...

the lowest order correction to the kinetic energy is

1
E' = T < p2w|p21/) >

Now p?|¢p >=2m(E — V)|¢p >. Hence

E' =

1 1
2 2
o2 {En +2E,a < - > +a” < 2 >}

E? 4n,
) DR — -3
2mc? [l+1/2 ]

Notice that this breaks the original degeneracy of the levels and makes them
[-dependent (o = e/4me).

There is a further contribution to the energy of the electron coming from
relativity. Imagine the electron ‘at rest’ with the proton circling around
it. Such a charge will generate a magnetic field which interacts with the
electron’s spin in the way we described earlier

This yields

V =—v5B

Notice that the magnetic field will be proportional to the orbital angular
momentum vector of the electron.

1 1
B=a——1L
Oémc2 r3

The factor ~ is given by

= ——8
Y 2m



Thus we expect a lowest order contribution to the energy of the form from
this spin-orbit term to be

2
1
¢ SL>

E! =< ——0.
8meg m2e2r3

n

Now, this term does not commute with L and S separately so these two
are not separately conserved. However, V does commute with J = L +
S. Thus states of the hydogen atom should be labelled by the conserved
quantum numbers n and j. Furthermore, L.S =  (J? — S? — L?). Thus the
eigenvalues of this new term are proportional to

JU+1) =s(s+1) =1l +1)
This allows us to write the electron energy shift as

E? [n[j(j +1)—1(l+1)— 3/4]]

B= 0+1/20+1)

Combining this result with the correction from the kinetic energy we find the
final fine structure formula

13.6 a? n 3
B == [”—(mm

Degenerate Perturbation Theory

If the unperturbed states are degenerate in energy then ordinary perturbation
theory fails (unless the two degenerate states have < ,|V]¢), >= 0 which
occurs if the perturbation commutes with the original Hamiltonian - this is
the case for the fine structure calculation above). Thus we must find some
other way to handle the problem. Suppose that [, > and ¢ > are two
orthogonal, degenerate states with energy Fy. Notice that any linear combi-
nation of states will also be an eigenstate of the unperturbed Hamiltonian.
Typically, V' will break this degeneracy. The clue as to hwo to proceed can
be seen from the formula for the coefficients (™). The two (say) degenerate
states will start to dominate in this sum and we may analyze the system as
a simple 2-state system by including only those two states in the equation
for the new state vector. We will find

HOT/)I 4 VwO — Eﬂwl —i—Ele

4



with
Y0 = ayg + By
we find by taking appropriate dot products that
a < YAV > +8 < YV |¢) >= aE'

This is just a simple matrix problem where the matrix elements are just
taken with respect to the original, unperturbed wavefunctions.



